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While STED1,2 and PALM/STORM3,4 fluorescence micros-
copy (nanoscopy) can theoretically achieve a resolution 
at the size of a single fluorophore, in practice they are 

typically limited to about 20 nm. Owing to a synergistic combina-
tion of the specific strengths of these key super-resolution concepts, 
the recently introduced MINFLUX nanoscopy5 can attain a resolu-
tion of about the size of a molecule, in principle without constraints 
from any wavelength, numerical aperture or molecular orientation 
(Supplementary Note). In MINFLUX imaging, the fluorophores are 
switched individually like in PALM/STORM, whereas the localiza-
tion is accomplished by using a movable excitation beam featuring 
an intensity minimum, such as a donut. Ideally, the minimum is a 
zero-intensity point that is targetable like a probe6. Concomitantly, 
it serves as a reference coordinate for the unknown position of the 
fluorophore in the sample, because the closer the minimum is to the 
fluorophore, the weaker the emitted fluorescence per unit excita-
tion power. So if the excitation zero and the fluorophore coincide in 
space, fluorescence will cease. However, the position of the emitter 
will be known in that case, as it will be the perfectly controlled posi-
tion of the excitation intensity zero. For the same reason, the smaller 
the mismatch between the two coordinates is, the fewer emitted 
photons are required to measure the position of the emitter. Hence, 
approaching a fluorophore with a position-probing excitation mini-
mum shifts the burden of requiring many photons for localization 
from the feeble fluorescence of an individual emitter to the inher-
ently bright excitation beam. Thus, MINFLUX gains a fundamental 
edge over localization by calculating the centroid of a faint fluores-
cence diffraction pattern produced by the fluorophore on a camera.

While the resolution and speed advantage of MINFLUX nanos-
copy have been documented5,7, here we demonstrate that it also 
allows for three-dimensional (3D) imaging and simultaneous two-
color registration, which are critically important for life science 
applications. Moreover, we show that, in conjunction with photoac-
tivatable fluorescent proteins, MINFLUX affords true nanometer-
scale resolution in living cells. The first realization of MINFLUX 
utilized static distances of the intensity zero to the fluorophore, 

which limited the imaged field to extents of 100 × 100 nm2 or less5. 
Here we dynamically zoom-in on each fluorophore position, which 
not only renders the localizations essentially uniform and isotropic, 
but also facilitates the recording of extended areas and volumes.

Results
Basics on iterative fluorophore targeting with a local excitation 
minimum. The power of zooming-in on each fluorophore is illus-
trated for a fluorophore located at xM, within the interval x0 < xM < x1 
of size L = |x1 − x0|. When probing with an intensity zero that is 
flanked by a quadratic intensity profile, it is sufficient to measure the 
number of fluorescence photons n(x0) and n(x1) with the zero placed 
at the interval endpoints5. With n(x0) and n(x1) following Poissonian 
statistics, the minimum s.d. of the localization, that is the Cramér–
Rao bound (CRB) within the region L, is given by σ≥ L
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, with 
N = n(x0) + n(x1). Contrasting the linear dependence on the interval 
size L with the inverse square-root dependence on the number of 
detected photons N shows that reducing L, that is, zooming-in on 
the molecule, outperforms the wait for more photons.

This also becomes evident when approaching xM in successive 
steps with stepwise reduced Lk, such that Lk is chosen to match three 
times σk − 1, that is, the uncertainty of the previous step. Thus, after 
k iterations we obtain a total of Nt ¼ k  N

I
 detected photons and a 
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underscoring once more that it is more effective to increase the 
number of iterations k than the photons per iteration N. Already 
four steps (k = 4) yield σ4 / 1=N2

t
I

, which is an inverse quadratic as 
opposed to an inverse square-root dependence on the total num-
ber of detected photons. More iterations yield an even higher order, 
accounting for the fact that the detected photons become more 
informative the closer the probing positions are to the molecule.  
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In practice, this procedure is only limited by the background photons7, 
which compromise the information on where to place the zero next.

Realizing iterative MINFLUX and scalable fields of view. Our 
setup is a beam-scanning confocal fluorescence microscope featur-
ing an excitation beam that can enter the objective lens with a flat 
wavefront, hence being regularly focused, as well as amplitude- and 
phase-modulated to form a donut in the focal region (Fig. 1a and 
Supplementary Fig. 1; Methods). The excitation beam is co-aligned 
with a UV beam for activating individual emitters in a ~400 nm 
diameter region in the sample (Fig. 1a,e). Micrometer-range posi-
tioning or scanning of these co-aligned beams is performed with a 
piezo-based mirror, whereas microsecond nanometer-range target-
ing is carried out using an electro-optic beam deflector.

Like all fluorescence nanoscopy concepts, MINFLUX nanos-
copy relies on a fluorescence on–off transition for the separation 
of neighboring emitters6. We transiently activated a single fluoro-
phore within the activation region (~400 nm diameter), localized it 
by MINFLUX and finally let it return to a lasting off-state. The same 
procedure was applied to the next fluorophore until a representative 
number of molecules was registered. For each localization, we tar-
geted the zero to a set of coordinates around the anticipated fluoro-
phore position, referred to as the targeted coordinate pattern (TCP). 
Forming a circle in the focal plane, the diameter L of the TCP is a 
measure of how well the TCP is zoomed-in on the molecule (Fig. 1b).  

In the first iteration, the beam was focused regularly, while in the 
succeeding steps it was phase modulated to form a 2D or 3D donut, 
depending on whether we localized the fluorophore just in the focal 
plane (x,y) or in the sample volume (x,y,z), respectively. In each iter-
ation, we calculated the newly anticipated fluorophore position on 
the basis of collecting a defined number of photons in the fluores-
cence traces (Fig. 1c) produced at each of the targeted coordinates 
(Fig. 1d). The four-point TCP used for 2D localization rendered 
the position estimator simple and unambiguous5. In the next itera-
tion, the TCP was centered on the new position and the diameter 
L decreased according to the new precision estimate, thus bringing 
the zeros closer to the molecule. To compensate for the associated 
reduction in excitation intensity and to maintain the fluorescence 
flux, we increased the excitation power in each step. The small-
est L in the last iteration step, which conveyed how well we could 
zoom-in on the fluorophore, was determined by the concomitantly 
decreasing signal-to-background ratio.

We first simulated the procedure by randomly generating mul-
tinomial photon counts for different molecule positions, applying 
four iteration steps and zero background (Methods). On average, 
our iteration procedure (Fig. 1b) achieved a localization precision of 
σ1D ≈ 1 nm with only Nt = 600 photons (Fig. 1f). In contrast to static 
(non-iterative) MINFLUX localization5, the precision obtained here 
was largely isotropic and independent of the emitter position within 
the activation area (Fig. 1e). In our simulation, we selected different 
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Fig. 1 | Iterative MINFLUX setup and localization. a, Setup. An excitation beam (green) is amplitude- and phase-modulated (bottom right inset; flat 
(regular focus), vortex (2D donut), tophat (3D donut)), electro-optically deflected in x,y,z, overlapped with a photoactivation beam (purple) and focused 
into the sample after passing a piezo-actuated mirror for coarse xy scanning (top right inset; white star, activated molecule position). Fluorescence is 
descanned, deflected by a dichroic mirror (DC), filtered by a confocal pinhole (PH), split in two spectral ranges by another dichroic mirror and detected 
by photon-counting avalanche photodiodes (APDs) (all controlled by FPGA boards). b, Iterative xy localization by targeting the beam to four designated 
coordinates constituting the TCP (blue, purple, red, yellow and beam on yellow position in green). Step 1, regular focus; steps 2–4, 2D donut. The TCP 
is recentered and zoomed-in on the fluorophore (white star) in steps 2–4. c, Typical fluorescence counts for each iteration with the color indicating the 
targeted coordinate. d, Representation of the interleaved TCP measurement. e, Convergence of iterative localizations for molecules within the activation 
area (purple, 200 nm FWHM, 50% single molecule activation probability; pink, 2⋅FWHM, 95% activation probability). The covariance of each iteration 
(green shades) is represented as an ellipse of e−1/2 level. f, Progression of the spatially averaged localization precision σ1 − σ4 for each iteration (green dots) 
with the corresponding CRBs (green shades) and the CRB for standard camera-based localization (dashed line). e,f, Photons, N1 = 150, N2 = 100, N3 = 120 
and N4 = 230, total Nt = 600; TCPs, L1,reg = 300 nm, L2,donut = 150 nm, L3,donut = 90 nm and L4,donut = 40 nm.
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photon numbers in each step according to the required precision, 
with the last step featuring the largest photon number. The preci-
sion still largely followed the anticipated 1=N2

t
I

 behavior. Starting 
with a lower photon efficiency, our iterative MINFLUX scheme  

surpassed the quantum CRB (QCRB)8 of lateral precision for stan-
dard camera-based localization with Nt ≈ 330 photons (Fig. 1f).

For imaging, we defined a state machine on a field-program-
mable gate array (FPGA) board that recognized single activated  
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Fig. 2 | MINFLUX nanoscopy in fixed and living cells. a, MINFLUX nanoscopy of a U-2 OS cell expressing Nup96–SNAP labeled with Alexa Fluor 647. 
Single-molecule fluorescence events were split into bunches of 2,000 photons, yielding localizations that are filtered and displayed as described below 
(Methods; Supplementary Fig. 4). Zoomed-in excerpts (below) show single nuclear pores, with each dot highlighting groups of localizations representing 
individual proteins through their fluorescent labels. b, Histograms of s.d. of localizations from single molecules in x and y. Only molecules providing >4 
localizations per trace were considered. c, Histogram of the distance of a localization to the mean position of a single emitter. The ellipses are displayed 
with major axes of 2σ, 4σ and 6σ in length, respectively, with σ being determined in a 1D Gaussian fit. d, FRC curve for the image in a. e, Renditions of 
insets of a with 3σ ellipses for each molecule. Colors indicate assignment of localizations to a single molecule on the basis of splitting of emission events. 
f, MINFLUX image of nuclear pores in living U-2 OS cell expressing Nup96–mMaple; ~40 localizations with an average of ~1,600 detected photons per 
localization. Scale bars, 500 nm (a), 50 nm (a (insets),e,f) and 2 nm (c).
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fluorophores and localized them iteratively (Methods; Supplementary 
Fig. 2 and Supplementary Table 1). We actively stabilized the sam-
ple during measurements to avoid drift (Methods; Supplementary  
Fig. 3). Individual emitters were identified by segmenting their 
emission trace and their position was obtained by maximum-like-
lihood estimation (Methods). Events with low photon counts or 
incorrect TCP centering were discarded (Methods; Supplementary  
Fig. 4). First, we imaged Nup96, a protein of the nuclear pore 
complex (NPC), labeled with the organic fluorophore Alexa Fluor 
647 using SNAP-tag in fixed mammalian (U-2 OS) cells9 (Fig. 2a; 
Methods). Images of several micrometers in size, limited to roughly 
10 × 10 µm2 by the available scan range, were acquired using 
MINFLUX with five iteration steps (N1 = 100, N2 = 100, N3 = 150, 
N4 = 300 and N5 ≈ 2,000, and L1,reg = 300 nm, L2,reg = 300 nm, 
L3,donut = 150 nm, L4,donut = 100 nm and L5,donut = 50 nm). On the basis 
of these parameters and the background (Supplementary Fig. 5), 
we expected a localization precision below 1 nm in s.d. The overall 
fluorescence rate of typically ~50 kHz allowed a complete localiza-
tion within ~40 ms. To ensure a single active fluorophore per acti-
vation area, 0.5–5 µW of UV light was applied in pulses of 0.5 ms 
until a fluorescent molecule appeared. To avoid simultaneous acti-
vation of several fluorophores, we interrupted the activation laser 
upon appearance of a single fluorophore emission (Methods). After 
activation and registration of a single Alexa Fluor 647 molecule, 
the iterative scheme took around 10 ms to reach the final iteration. 
The photon traces and the TCP readjustment were monitored dur-
ing recording. Altogether, the acquisition of a single NPC required 
about 1–2 min resulting in about 100 localizations. The recording 
time of the entire field of view was about 60 min. Our experiments 
demonstrated that iterative MINFLUX clearly resolved the eight-
fold symmetry of Nup96 in single NPCs (Fig. 2a), distributed along 
a ring of 107 nm in diameter9,10. In fact, the localizations typically 
formed eight clusters of roughly two to four localization subclus-
ters, displayed as the sum of Gaussian distributions, one for each 
localization (Methods), revealing what was most likely individual 
Nup96 proteins through their individual fluorescent markers 
(Supplementary Fig. 6). This molecular-scale resolution is obtained 
in various images of the nuclear envelope, demonstrating that itera-
tive MINFLUX nanoscopy can accommodate fields of any size and 
shape, just like any scanning confocal microscope.

To provide quantitative resolution measures, we applied three 
different criteria (Fig. 2b–d; Methods). First, we calculated the s.d. 
σ for five or more localizations per fluorophore, where each local-
ization utilized ~2,000 photons of the last iteration, extracted from 
over 300 single fluorophore events. The resulting distribution of σ 
featured a median of ~1 nm (Fig. 2b). Another resolution assessment 
was gained by subtracting the mean localized position of an emission 
train from all of its single localizations (Fig. 2c). Assuming a Gaussian 
distribution, we obtained a precision error σ1D = 0.9 nm. In the third 
approach, we calculated the Fourier ring correlation (FRC) curve11,12 
of the localization data (Fig. 2d), which better captured the influence 
of setup instabilities on the effective resolution. The threshold value 
of 1/7 gave ΔFRC ≈ 3 nm as a resolution estimate. Simulating localiza-
tions at the expected Nup96 positions with a fixed localization s.d. 
revealed that this experimental FRC resolution ΔFRC corresponded 
to a localization precision of roughly 1 nm. To represent the obtained 
precision in an actual image, we displayed individual localizations 
with covariance ellipses of 3σ for each emission (Fig. 2e).

As Alexa Fluor 647 imposes a number of restrictions on the sam-
ple preparation, most notably incompatibility with living cells, we 
next demonstrated that MINFLUX nanoscopy is viable with pho-
toactivatable fluorescent proteins. We resolved the eightfold sym-
metry of Nup96 tagged with the photoconvertible protein mMaple 
(Methods; Supplementary Table 2) in both fixed and living cells 
(Fig. 2f and Supplementary Fig. 7a) with a localization precision of 
~2 nm (Supplementary Fig. 7b). In particular, the live-cell recording 

proves that imaging of protein complexes in the interior of living 
cells is possible with nanometer resolution.

3D MINFLUX imaging with isotropic resolution. Dissection of 
macromolecular complexes calls for 3D resolution and hence for usage 
of the 3D donut (Fig. 3a). In our 3D localization algorithm, we probe 
the molecule position with three different TCPs. First, the xy position 
is probed with a regularly focused beam, so that the central z axis of 
the 3D donut is positioned as closely as possible to the fluorophore. 
Next, the 3D donut is targeted in two positions above and below the 
anticipated fluorophore position. Last, three coordinate pairs on the 
x, y and z axes and also the center coordinate of this arrangement 
are addressed, resulting in a 3D position estimate. A simulation of 
this 3D MINFLUX algorithm (Fig. 3b) showed that 1,000 detected 
photons were sufficient to cover a ~400 nm diameter volume with a 
largely homogenous and isotropic 3D precision of ~1 nm (Fig. 3c–d). 
Again, the increase in precision with the total number of detected 
photons proved to be steeper than 1=

ffiffiffiffiffi
Nt

p
I

 (Fig. 3e). Comparing the 
result with the QCRB for the precision of camera-based localization 
shows that 3D MINFLUX can outperform all standard camera-based 
approaches, including multiple-objective lens arrangements.

The axial position of the 3D donut was controlled with an elec-
trically tunable lens, allowing refocusing within a range of ~400 nm 
within 50 µs. Imaging Nup96–SNAP–Alexa Fluor 647 (Fig. 3f, 
Supplementary Fig. 3 and Supplementary Video 1; Methods), 3D 
MINFLUX discerned the cyto- and nucleoplasmic layers of Nup96 
in single pore complexes (Fig. 3g). As the cell lay flat on a cover slip, 
these layers were typically parallel to the focal plane and ~50 nm apart 
in the z direction9. 3D MINFLUX also recovered the curvature of the 
nuclear envelope extending ~300 nm in depth within the acquired 
region (Fig. 3f). The localizations featured one-dimensional (1D) 
s.d. of σxy = 2.4 nm and σz = 1.7 nm (Fig. 3h). Localizations from 
single events exhibited median s.d. of σxy = 2.6 nm and σz = 1.8 nm, 
respectively (Fig. 3i). Note that the refractive index mismatch at the 
glass–water interface caused a slight difference between the xy and 
z localization precision, as Lz of the TCP was slightly compressed 
owing to this mismatch13, increasing the MINFLUX localization 
precision accordingly (Methods).

Next, we imaged the protein PSD-95 in dissected hippocampal 
neuron cultures from transgenic mice expressing a fusion protein 
of the Halo-Tag enzyme connected to the protein C terminus14  
(Fig. 4a,b, Supplementary Fig. 3 and Supplementary Video 2; 
Methods). PSD-95 putatively plays a key role in anchoring and rear-
ranging glutamate receptors in the post-synaptic membrane15,16.  
3D MINFLUX nanoscopy suggested that PSD-95 is arranged along 
a slightly curved surface of 100–400 nm side length. The spots of 
a high localization density exhibited a s.d. of ~4–6 nm, with the 
localization precision being estimated to σ1D ≈ 2–3 nm (Fig. 4c). The 
average distance between nearest-neighbor clusters was ~40 nm. 
While super-resolution techniques were repeatedly used to eluci-
date the organization of post-synaptic proteins17, virtually all super-
resolution studies were carried out in 2D. Owing to its isotropic 
resolution, 3D MINFLUX now opens up entirely new possibilities 
for studying synaptic protein organization.

Multicolor MINFLUX imaging. Fluorophore species sharing the 
same excitation wavelength but having measurable differences in their 
emission spectra, such as Alexa Fluor 647, CF660C and CF680 (ref. 18) 
can be separated by spectral classification. Hence, we split the fluores-
cence at 685 nm into two spectral fractions using a dichroic mirror, and 
detected both fractions with photon-counting detectors. While local-
ization was performed by adding up the photons from both detectors, 
comparing the counts of each spectral fraction enabled fluorophore 
classification (Methods). The classification was refined using princi-
pal component analysis on the spectral fractions from all MINFLUX 
iterations and selecting a classification threshold on the basis of the 
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distribution of the first principal component. We first tested two-
color 2D MINFLUX imaging on a DNA origami labeled with Alexa 
Fluor 647 and CF660C molecules, arranged at distances of ~10 nm19 

(Fig. 5a and Supplementary Fig. 4). MINFLUX nanoscopy delivered 
one-dimensional localization distributions of 1.3–2 nm full width at 
half maximum (FWHM) corresponding to σ ⪅ 1 nm (Fig. 5b,e). The 
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Fig. 3 | Iterative 3D MINFLUX localization yields isotropic nanometer precision. a, 3D donut with selected isointensity surfaces. b, Iterations. Step 1, xy 
localization with a regularly focused beam (top left, intensity profile). Step 2, z localization with the 3D donut. Steps 3–5, x, y, and z localization with the 3D 
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(green shades) is represented as an ellipse at level e−1/2. d, 3D representation of the step-wise localization precision in the central region in c. e, Progression 
of average z precision in c (dots), showing the CRB for standard camera-based astigmatic localization, the QCRB for a camera localization in a 2π and 4π 
arrangement (dashed lines) along with MINFLUX CRB in each iteration (green shades). c–e, Photons, N1 = 150, N2 = 100, N3 = 150, N4 = 150 and N5 = 450; total 
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nuclear envelope. g, z sections of single nuclear pores in f. h, Localization precision for 3D imaging in xy (left) and xz (right). i, Histograms of x, y and z s.d. 
Scale bars, 100 nm (c), 10 nm (d), 200 nm (f), 20 nm (g), 5 nm (h).
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two fluorophore species were distinguished without overlap (Fig. 5d). 
Moreover, chromatic distortions between the two color channels are 
excluded on principle grounds, as the localization is performed by the 
same excitation beam. This is in contrast to camera-based localiza-
tion, where nanometer multicolor co-localization usually suffers from 
chromatic aberrations of the optical system.

Finally, we acquired two-color 3D images of the nuclear pores 
in U-2 OS cells by labeling the NPC with wheat germ agglutinin 
(WGA) conjugated to CF680 in addition to the Nup96–SNAP–
Alexa Fluor 647 decoration20. We observed the CF680 residing 
inside the Nup96 octamer both laterally and axially (Fig. 5c,g and 
Supplementary Video 3). Although the emitters featured a broader 
spectral distribution in the cell than in the origami, we could clas-
sify the labels with high fidelity (Fig. 5f). We also quantified the 
distribution of both emitter species along the z axis by taking into 
account the 3D curvature of the nuclear envelope, which was found 
through a spline interpolation of the pore positions (Methods). 
Thus, we recovered a distance of ~46 nm between the Nup96 layers 
with the WGA distribution centered in between (Fig. 5g), under-
scoring once more the 3D capability of MINFLUX nanoscopy.

Discussion
We have shown that MINFLUX nanoscopy can provide nanome-
ter resolution in three dimensions, on arbitrary fields of views, in  

living cells and using multiple color channels. While the cur-
rent limitations of labeling have not allowed us to identify two 
switchable emitters at 1–3 nm distance, the resolution potential of 
MINFLUX nanoscopy is evidenced by the fact that it localized indi-
vidual switchable fluorophores with a s.d. of below 1–3 nm in 3D. 
Yet, the full potential of this method has not been reached. Ongoing 
and future developments will cut down the current recording time 
from tens of minutes per 500 localizations. This can be achieved 
by optimizing the activation procedure, registering more than just 
one molecule per localization and minimizing the fluorophore-
to-zero average distance. As the minimal fluorophore-to-zero  
average distance is determined by the background in the imaged 
region5, we will explore time-gated detection and multiphoton 
excitation for background reduction in the future. When imaging 
densely filled 3D structures, limitations may arise from collateral 
activation of fluorophores outside the MINFLUX imaging region 
resulting in a lower apparent labeling efficiency. Yet these limita-
tions can be addressed by identifying or developing activatable 
fluorophores with more stable off-states. Note that the excitation  
powers used in this work are on the order of 20–60 µW, so that the 
intensities (10–50 kW cm−2 at the peak of the donut beam) are com-
parable to those used in biological confocal microscopy, where the 
power is focused to an area about three times smaller than that of 
the donut beam.
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Fig. 4 | MINFLUX imaging of the post-synaptic protein PSD-95 with 3D resolution of 2–3 nm s.d. Hippocampal neurons from transgenic mice expressing 
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indicating the 3D density of molecular localizations. PSD-95 appears in clusters distributed on a curved surface (gray surface) displayed also as a contour 
line projection to the xy-bounding plane. Scale bar, 100 nm. b, Sketch of PSD-95 occurrence at the postsynaptic site. c, Histograms of distances of 
localizations to the mean molecule position in x, y and z, revealing an isotropic 3D localization precision of the individual fluorophores of 2.0–2.7 nm s.d.

Nature Methods | VOL 17 | February 2020 | 217–224 | www.nature.com/naturemethods222

http://www.nature.com/naturemethods


ArticlesNature Methods

As MINFLUX utilizes a scanning read-out, the recording time 
of MINFLUX nanoscopy scales with the imaged area or volume. 
However, an advantage of scanning is that one can adapt the acti-
vation rate to the local fluorophore concentration to save time. 
Another avenue is to parallelize scanning using sets of donuts or 
standing waves. Furthermore, one can utilize different on–off switch-
ing processes, such as the transient binding of fluorescent molecules  
like in PAINT21 or DNA-PAINT22. Note that for a PAINT-like sam-
ple preparation, the speed and precision advantages provided by 
MINFLUX persist.

With lens-based fluorescence microscopy having finally reached 
true nanometer resolution, it is important to bear in mind that fluo-
rescence microscopes map nothing but the fluorophores; once the 
microscopes have fulfilled this task, they have accomplished their 
mission. Hence, any conclusion going beyond that, especially at 
sub-10-nm length scales, has to take the size and distance of the 
fluorophore to the target molecule into account, making the label-
ing method ever more crucial. MINFLUX offers more flexibility 
in this regard because, by requiring fewer detected photons than 
standard camera-based localization, a larger range of fluorophores 
and labeling procedures should be viable. For this reason, as well as 
its unique 3D imaging performance, MINFLUX is bound to be a 
cornerstone, if not the vanguard, of nanometer-scale fluorescence 
microscopy in the years to come.
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Methods
Experimental setup. Optical setup. We used an optical setup (Supplementary Fig. 1)  
that was based on a previously described microscope5,7, with three different 
illumination modalities provided through separate optical paths: (i) widefield 
excitation (488 nm, 560 nm and 640 nm), (ii) regularly focused excitation (560 nm 
or 642 nm) or focused activation (405 nm) and (iii) phase-modulated excitation 
(560 nm or 642 nm) leading to a 2D or 3D donut in the focal region. For all 
excitation beams, we employed an acousto-optic tunable filter for slow power 
modulation and wavelength selection. Switching between the regularly focused 
and 2D and 3D donut excitation was performed with electro-optical modulators 
(EOM). To laterally position the MINFLUX beam within the TCP and to approach 
the molecules iteratively, we employed electro-optical deflectors, which were 
differentially driven with two pairs of identical amplifiers. To image larger fields 
of views, we scanned the focused activation beam and the TCP across the sample 
using a piezo-based tip-tilt mirror. An electro-optically actuated varifocal lens 
(VFL) positioned the 3D donut beam axially. The current implementation allowed 
scanning of the beam in a range of about 10 × 10 µm2 in the lateral direction and 
400 nm in the axial direction. The sample was translated using a manual as well 
as a piezo-driven sample stage. 2D and 3D donut generation was accomplished 
with a spatial light modulator. Applying an achromatic λ/4 retarder plate for 
circular beam polarization helped minimize the intensity at the donut minimum. 
To further ensure a deep minimum, we measured the aberrated wavefront using a 
pupil-segmentation-based scheme23. A 1.4 numerical aperture oil immersion lens 
focused the excitation light into the sample and collected the fluorescence light. 
The tip-tilt mirror descanned the emitted light, which subsequently passed through 
a quad-band dichroic mirror. Electrically driven flip-mirrors allowed the selection 
between the following options: (i) a detection path for acquiring a fluorescence 
overview image of the sample with an electron-multiplying charge-coupled  
device (EMCCD) camera and selecting a region of interest; (ii) a large-area 
detector for measuring the point spread function (PSF) of the excitation beam; (iii) 
a confocal pinhole (multi-mode-fiber) of 500 nm (sample units) for MINFLUX 
fluorescence acquisitions.

An active stabilization system ensured nanometer stability of the sample 
(Supplementary Fig. 3). For lateral stabilization, we imaged nanometer-sized 
scattering gold nanorods (25 nm × 75 nm) onto a camera using a spectrally filtered 
white-light laser source (~950–1,000 nm). An infrared laser beam (905 nm) 
illuminated the sample in total internal reflection mode so that the axial position 
was accessible using another camera. A proportional-integral-derivative controller 
commanded the piezo-stage to compensate the movements. As MINFLUX relies 
on the precise knowledge of the shape and position of the excitation beam, we 
mapped the applied scanner voltage to a physical position in the sample by 
calibrating the xy scanners for both excitation lines5. Additionally, we calibrated the 
axial beam displacements (induced by the VFL) by measuring the axial position 
of the excitation PSF for different input voltages. We also took the refractive 
index mismatch between the coverglass and the sample into account. To this 
end, we performed a 3D MINFLUX measurement to determine the position of 
two Alexa Fluor 647 molecules on a DNA nanoruler (GATTA-STED 3D 90R 
custom, GATTAquant). We scaled the estimated z position to match the expected 
intermolecule distance. We confirmed the scaling factor of 0.70 in simulations24 
and applied it in post-processing to correct all estimated z localizations. 
Fluorescent microspheres (see below) were used to re-examine the alignment of 
the microscope on a daily basis. To this end, we verified the co-alignment of the 
activation beam, the regularly focused and the donut-shaped excitation beam. 
Moreover, we adjusted the confocal detection to coincide with the excitation 
volume. We measured the PSF of the excitation beams by scanning an area or 
volume around the donut minimum with the electro-optical deflectors or the  
tip-tilt mirror (xy) and the sample stage (z), respectively.

Experiment control software. Similarly to our previously published works5,7, we 
used custom programs written in LabView (National Instruments) for control 
of the experimental setup and data acquisition. We implemented the control of 
hardware components using data acquisition boards (NI PCIe-6353), an FPGA 
board (NI USB-7856R) and through direct communication with devices (for 
example USB or serial port). The software package consisted of four types of 
programs: iterative MINFLUX FPGA core (see below; Supplementary Fig. 2 and 
Supplementary Table 1), iterative MINFLUX PC host, system stabilization and 
auxiliary device control. The iterative MINFLUX FPGA core served the following 
purposes: control of beam deflectors and amplitude modulators; selection of 
beam shape and type (activation or excitation); photon registration via avalanche 
photo diodes (APDs); online data processing; and position scanning for image 
acquisition. This program performed all tasks and processes described below. The 
MINFLUX FPGA core and PC host communicated via USB, delivering control 
commands from the host PC to the FPGA and streaming the acquired data and 
state information from the FPGA to the host PC.

Live position estimators. Position estimation for donut exposures. For 1D, 2D 
and 3D position estimation with a donut-shaped excitation beam, we used a 
modified version of the previously developed modified least mean square estimator 
(mLMSE)5. For position estimation in three dimensions, we performed a natural 

extension of the estimator resulting in the same expression as equation S51 in ref. 5 
but with the beam positions �rbi

I
 now being three-dimensional vectors

br kð Þ
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 

¼ � 1

1� L2 ln 2ð Þ
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where m is the number of exposures (targeted coordinate positions), k is the 
estimator order, {βj} are the estimator parameters, L is the beam separation, FWHM 
is the full width at half maximum of a regularly focused beam (FWHM = 360 nm 
in this work) and p̂i ¼ ni=Nf g

I
 are the measured relative photon counts for the 

different exposures. We used an estimator order of k = 1. The estimator parameters 
βj were optimized numerically using a typical measured shape of the 2D donut 
or an ideal quadratic function approximating the minimum of the 3D donut and 
assuming a typical experimental signal-to-background ratio. For optimization 
of {βj} we used the Matlab function fmincon to minimize the mean bias of the 
mLMSE position estimate in a circular region (for 2D) or spherical volume (for 3D) 
with a diameter of 0.8L, with the beam separation L. We used the obtained position 
estimator parameters for the live position estimation in the MINFLUX FPGA core 
as well as for optimization of the iterative MINFLUX strategy.

Position estimation for regularly focused exposures. Position estimation using a 
regularly shaped excitation beam was performed using an estimator derived from 
the previously published estimator for position estimation in 1D using a TCP  
with a regularly focused beam and two exposures (see equation S40 in ref. 5).  
We modified the molecule position estimator x̂m

I
 to take into account background 

signal. The estimator used in this work takes the form

x̂Gm n0;Nð Þ ¼ 1þ 1
SBR

� �
FWHM2

8 ln 2ð ÞL ln n0ð Þ � ln N � n0ð Þ½ ;

where n0 is the number of photons in the first exposure, N is the total number of 
detected photons, L is the beam separation of the two probing positions, FWHM 
is the full width at half maximum of the excitation beam (FWHM = 300 nm in 
this study) and SBR is the signal-to-background ratio. We used this estimator for 
live position estimation in the MINFLUX FPGA core as well as for optimization 
of the iterative MINFLUX strategy. The SBR was kept fixed for each measurement 
assuming a typical value for the sample of the study.

Simulations and optimization of iterative strategy. Different iterative MINFLUX 
schemes were investigated and optimized through numerical simulations 
using Matlab (MathWorks). We simulated the complete iterative localization 
scheme for a set of molecules within the volume covered by the activation beam 
(360 × 360 × 360 nm), with the goal of finding the optimal number of iterations K, 
size of the TCP Lk and number of photons to use Nk. The simulation replicated the 
live estimations performed by the FPGA hardware, while the final localization was 
performed via the maximum likelihood estimator (MLE), which was used in post-
processing. By minimizing the average localization error for all simulated molecule 
positions, the optimal iterative parameters {K,Lk,Nk} were found. The beam shapes 
used in the simulation are shown in the table below.
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Data acquisition. Before starting a MINFLUX measurement, we selected a region 
of interest and moved the sample to the imaging plane on the basis of a widefield 
fluorescence acquisition. We defined scanning points in the selected region, 
located either on a rectangular grid or in a manually defined arrangement. Using a 
focused excitation beam with high intensity (100–200 µW entering the back focal 
plane of the objective lens), we transferred the fluorescent molecule population 
into a long-lived non-fluorescent state. We conditionally applied light of 405 nm 
wavelength (0.5–5 µW) to photoactivate single molecules. Subsequently, we probed 
the presence of an emitting fluorophore by illuminating with excitation light using 
the configuration defined for the first iteration (typically 0.1 ms minimal time until 
collection of 40–100 photons) and comparing the low-pass-filtered photon count 
rate (filter constant 1–10 ms) to a predefined threshold (5–50 kHz). Upon detection 
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of a fluorescent molecule, we did not return to the activation step and continued 
the iterative MINFLUX acquisition scheme. During the iterations, we applied 
excitation powers in the range of 20–60 µW in the back focal plane (comparable to 
confocal microscopy). The MINFLUX scheme ended either (i) upon the photon 
count rate falling below a threshold predefined for each iteration, meaning the 
molecule turned off or (ii) upon reaching a certain photon number in the last 
iteration. In case (i), activation light was applied. In case (ii), we restarted the 
MINFLUX iterations. After a predefined time with no single molecule events  
(0.3–20 s) or a certain amount of activation pulses (10,000–30,000 pulses 
corresponding to 5–15 s of 405-nm light illumination), the tip-tilt mirror moved 
the illumination beams to the next scan position. We selected the scan positions 
in a rectangular pattern with distances of 200–250 nm, ensuring a homogenous 
activation of the whole scan area. As a result, regions covered in neighboring scan 
positions were overlapping, so that a molecule between the scan positions could be 
approached starting from any of the neighboring positions.

A flow chart and pseudocode describing the data acquisition are provided in 
Supplementary Fig. 2 and Supplementary Table 1.

Data analysis. PSF evaluation. We measured the shape of the excitation point 
spread function (PSF) with samples of immobilized fluorescent microspheres 
(FluoSpheres, 0.02-µm, dark-red fluorescence; Thermo Fisher Scientific).  
For measurements in two dimensions, data acquisition and processing of the  
PSF followed a previously published protocol5. For measurement in three 
dimensions, we assumed the PSF to take the form I(x,y,z) = a(x2 + y2 + z2),  
with a denoting a constant.

Trace segmentation. In the photon count trace segments, we distinguished single 
molecule emissions from background using a hidden Markov model5. We only 
considered trace sections for which the MINFLUX acquisition was running 
in its final iteration. We obtained a first estimate for the emission rates in the 
hidden Markov model by calculating the mean emission after artificially splitting 
the median filtered photon counts at a manually chosen threshold in the range 
1.1–3.6. We used a Poissonian distribution with the obtained mean emission 
values as initial emission probabilities in the hidden Markov model. Using the 
Matlab implementation of the Viterbi algorithm (Matlab function hmmviterbi), we 
estimated the emission states from a three-state hidden Markov model (1, on; 2,  
off; and 3, blinking) with the sampling time ts = 0.1 ms, toff = 0.1 s and ton = 0.5 s 
being the estimated on and off times of the molecule and tblink,on = 1 ms and 
tblink,off = 0.1 ms the estimated blinking on and off times. We applied the Viterbi 
algorithm twice, using the same transition probability matrix, but applying the 
improved emission rate distribution from the previous run. We merged successive 
emissions in states 1 or 3. We split events at a predefined photon number of 
N = 2,000 to obtain several localizations per molecule for an experimental 
assessment of the localization precision. We assigned a molecule identification 
number to each localization assuming that emissions with several iteration rounds 
(no activation applied in between) originated from the same molecule.

Position estimation. We used a maximum likelihood estimator implemented in a 
grid-search optimization algorithm to retrieve the molecule positions from the 
photon count traces5. For the 3D MINFLUX scheme, we wrote the trivial extension 
of the p functions to three dimensions using the presented TCP. Unlike before, 
we could not obtain the background counts directly from the measurement as 
the background depended on (i) the position in the scan and (ii) the position of 
the iterative TCP in the confocal volume, so that the background varied even for 
successive events of the same molecule. We circumvented this issue by estimating 
the signal-to-background ratio (SBR) with the molecule position in the maximum 
likelihood estimator.

To obtain an estimate of the true SBR distribution for a given measurement, 
we determined the SBR of individual events by comparing the emission rate 
after the off-switching to the emission rate during the event on the basis of the 
previously estimated emission states. The resulting SBR distributions are shown in 
Supplementary Fig. 5.

Event filtering. During the iterative MINFLUX measurement, we chose a fixed 
threshold value to decide on the presence of a molecule emission. This approach 
led to two types of false positives: (i) reaction to background, as we chose a 
low threshold value to avoid missing faint emission events; and (ii) reaction to 
thermally activated molecules outside the iterative MINFLUX region, which were 
still detected, despite the live estimators not reaching them.

We applied three filters in post-processing to select true emission events only. 
These are the central donut fraction p0, the estimated location of the molecule with 
respect to the center of the TCP rrel and the photon number in the last iteration N.  
We show the distribution of the filtering variables together with the selected 
threshold values in Supplementary Figs. 4, 8 and 9 for all presented datasets.

Molecules far outside the TCP and background events are expected to 
produce equal mean counts in all m exposures, delivering pðbÞ0  1=m

I
, with 

p0 ¼ n0=
Pm�1

i¼0 ni
I

 describing the probability to detect a photon in the central 
exposure. True emission events will yield p0 < 1/m when successfully approaching 
the molecule in the iterations. The overlap of the two distributions becomes 
stronger with decreasing SBR, so that a classification on the basis of p0 was not 

sufficient in a cellular context. We achieved a better classification by using the 
distance of the estimated position with respect to the center of the TCP in the 
last iteration rrel ¼ x2rel þ y2rel þ z2rel

� �1=2
I

, a measure that does not directly depend 
on the SBR. We note that further restricting both filter variables can improve 
the overall localization precision at the expense of discarding valid localizations. 
For measurements with a population of events with low photon number, we 
additionally applied a lower threshold on the photon number N in the last iteration 
to avoid a bias in the position estimation.

In the case of the two-color DNA origami, we observed outliers in the average 
count rate during an emission event, which most likely appeared owing to an 
interaction of nearby fluorophores. For this reason, we omitted localizations with 
an average count rate larger than 50 kHz.

We should note that, by recording molecular traces, we can detect the 
simultaneous occurrence of more than one fluorophore much better than camera-
based localization schemes. The appearance or disappearance of a second molecule 
is visible as a step in the emission trace or absolute count rate. In the unlikely 
case that a second molecule appears within the MINFLUX region, the count rate 
is roughly doubled. If not filtered out, this will result in a localization in between 
the molecules with the position scaled by the relative effective brightness of the 
involved emitters. If a second fluorophore appears outside the MINFLUX region 
owing to thermal activation or activation by the excitation beam, the event is 
discarded by the filters decribed above. To reduce the probability of simultaneous 
activation as much as possible, we applied the activation light conditionally, 
meaning that we switched the light off as soon as a single molecule appeared.

Multicolor classification. For each localization, we obtained photon numbers for 
both spectral channels in all iterations. We used the probability of detecting a 
photon in the blue-shifted spectral channel in the ith iteration

pðiÞblue ¼
NðiÞ
blue

NðiÞ
blue þ NðiÞ

red

as a measure of the spectral properties of the dye. In the last iteration, we obtained 
mean values of 0.2, 0.4 and 0.55 for CF680, CF660C and Alexa Fluor 647, 
respectively. Photons from all MINFLUX iterations carry information about the 
spectral properties of the dye, but with different signal-to-background ratio values. 
To reduce the classification error by using all available information, we performed 
a principal component analysis on the basis of pði¼0¼ maxðiterÞÞ

blue
I

 and manually chose 
a splitting threshold to classify the dye species on the basis of the distribution of the 
first principal component.

Image rendering. In datasets with a low number of events per molecule, we 
replaced each localization with a Gaussian distribution, summing up pixel entries 
for overlapping Gaussians. We normalized the image, resulting in 0 ≤ Iij ≤ 1 with 
Iij being the value of the ijth pixel. For images displaying a micrometer-sized 
image region (Figs. 2a and 5e), we chose a pixel size of 0.5 nm and a large-width 
Gaussian kernel (σ = 4 nm) for visibility. For images displaying single or few 
nuclear pores (Fig. 2a,f) we chose σ = 2 nm and a pixel size of 0.2 nm. We used a 
non-linear color distribution to compensate for the unequal number of events 
per fluorescent molecule. For the multicolor data (Fig. 5e), we independently 
convolved the localization of each dye species with a Gaussian kernel and displayed 
the normalized images as RGB images with α = 7 in the red channel and α = 5 in 
the green channel using the components

IðredÞij ¼ α  IðCF660C;CF680Þij

IðgreenÞij ¼ α  IðAlexa Fluor 647Þij

IðblueÞij ¼ 0:7  IðCF660C;CF680Þij

For the DNA origami image (Fig. 5b), we displayed a simple 2D histogram of 
the localization data with 1-nm pixel size, with the RGB value for each pixel 
determined with α = 0.5. Where we displayed localization data as scatter plots, 
the size of the scatter points or spheres was unrelated to the estimated localization 
precision. An exception is Fig. 2e, where we displayed scatter points together with 
an ellipse, with the principal axes lengths relating to the localization precision.

Surface fitting. To obtain a model of the nuclear envelope in the 3D measurements 
of nuclear pore complexes (Figs. 3f and 5e), we first determined the nuclear 
pore centers by clustering localization in the same nuclear pore. We employed 
the Matlab implementation linkage to generate an agglomerative hierarchical 
cluster tree using the median as a distance measure between clusters. We chose 
clusters using the Matlab cluster function on the basis of the manually determined 
number of clusters in the data. On the basis of the mean position of all clusters in 
the dataset, we approximated the shape of the nuclear envelope using thin-plate 
smoothing spline interpolation with a smoothing parameter of 0.999 (Matlab 
function tpaps).
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For measurement of fixed cells (Nup96–mMaple and Nup96–SNAP), seeded 
coverslips were prefixed (2.4% (wt/vol) formaldehyde in PBS) after 2 d of growth 
for 30 s, permeabilized (0.4% (vol/vol) Triton X-100 in PBS) for 3 min and fixed 
(2.4% (wt/vol) formaldehyde in PBS) for 30 min. The sample was quenched by 
incubating it for 5 min in 100 mM NH4Cl and subsequently washed twice for 
5 min in PBS. Samples of Nup96–mMaple were ready for imaging and mounted as 
described above. Nup96–SNAP samples were blocked for 30 min with Image-iT 
FX Signal Enhancer (Thermo Fisher Scientific) and stained with staining solution 
(1 µM BG-AF647 (S9136S, New England Biolabs), 1 mM dithiothreitol in 0.5% 
(wt/vol) BSA) for 50 min. After washing three times in PBS for 5 min each to 
remove unbound dye, the samples were mounted as described above. For cells 
with an additional labeling for the center of the pore, we applied the WGA–CF680 
conjugate (29029, Biotium) diluted to 0.02 µg ml−1 in PBS with the addition of 1% 
BSA in the final solution. We incubated the cells at room temperature for 5 min 
before washing three times in PBS. The cell lines are available via Cell Line Services 
(Nup96–SNAP, 300444; Nup96–mMaple, 300461). Details on the cell lines used 
can be found in the Life Science Reporting Summary published with this article.

Hippocampal cultured neurons (PSD-95). We prepared hippocampal neurons from 
transgenic PSD-95–HaloTag mice14 as previously described27 in accordance with 
the Animal Welfare Law of the Federal Republic of Germany (Tierschutzgesetz 
der Bundesrepublik Deutschland, TierSchG) and the regulations about animals 
used in experiments (Tierschutzversuchsverordnung). After 35 d in vitro we fixed 
the neurons in paraformaldehyde (4% in PBS, pH 7.4) at room temperature for 
15 min. After washing in PBS, we treated the neurons with NH4Cl (100 mM) for 
10 min to reduce background caused by autofluorescence. We permeabilized using 
0.1% Triton X-100 in PBS for 10 min and subsequently stained with Alexa Fluor 
647–HaloTag ligand (1 µM, synthesized in house) for 30 min at room temperature. 
After several short washing steps in PBS, we mounted the coverslips for imaging as 
described above.

Statistics and reproducibility. The presented data show representative recordings 
of our experiments. We have repeated all experiments several times with different 
rounds of sample preparation. We obtained similar results for all experiments and 
they showed low statistical variation.

For each of the experiments with Nup96 labeling in U-2 OS cells (Figs. 2a,f, 3f  
and 5e, Supplementary Fig. 7a and Supplementary Videos 1 and 3) we imaged 
cells from at least ten different coverslips, which were taken from more than three 
different cell culture passage numbers and preparation.

Imaging of PSD-95 in hippocampal neurons (Fig. 4a and Supplementary  
Video 2) was performed for more than four synapses on two coverslips taken  
from the same neuron preparation.

We monitored the stability of the optical setup (Supplementary Fig. 3b–e) 
regularly and observed similar stability values. For all measurements shown, we 
visually checked the stage and sample stability values measured by the locking 
system (Supplementary Fig. 3b,d) during the experiment.

Reporting Summary. Further information on research design is available in the 
Nature Research Reporting Summary linked to this article.

Data availability
The data that support the findings of this study are available from the 
corresponding author S.W.H. upon reasonable request.
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For surface fitting of PSD-95, localizations were assigned to two domains 
using a k-means-clustering algorithm. To determine the average position of the 
volumes of high localization density within each domain, we employed the Matlab 
implementation of the density-based clustering algorithm dbscan (epsilon = 8 nm, 
minPts = 10). We determined a surface using the Matlab function tpaps with a 
smoothing parameter 0.996.

Performance metrics. We assessed the localization precision in the acquired 
MINFLUX images using clustering of localizations according to their molecule 
identification number. This included grouping localizations from single iteration 
cycles, obtained by splitting the photon numbers in time, as well as grouping 
localizations from subsequent iterations that were triggered by exceeding a 
predefined photon number in the last iteration. We filtered for molecules with 
more than four localizations. We calculated the s.d. of single clusters and obtained 
the median s.d. for all molecules (Figs. 2b and 3i). To achieve a more general 
assessment (Figs. 2c, 3h and 4c), we subtracted the mean cluster position from all 
localizations and displayed the obtained distances in 1D histograms for all three 
dimensions. We assumed a Gaussian distribution of the distances to determine 
their spread in a fit. We note that calculation of the mean cluster position was 
biased for a low number of samples, which lead to a slight bias toward lower values 
in the localization precision that we obtain.

We used an FRC analysis to assess the resolution in the image independently 
of any localization clustering. We randomly split the localizations in two groups 
and determined the FRC curve directly from the localization coordinates as 
previously described25. We chose a correlation threshold of 1/7 to determine the 
spatial frequency transition from signal-to-background12. To reduce noise in the 
determination of the cut-off frequency, we interpolated the data using the ‘nearest’ 
method of the Matlab function interp1.

Sample preparation. Sample mounting and imaging buffers. To stabilize the sample 
during the MINFLUX acquisition, we treated all coverslips with gold nanorods 
(A12-25-980-CTAB-DIH-1-25, Nanopartz). We diluted the nanorods 1:3 in single-
molecule clean PBS (P4417, Sigma-Aldrich), sonicated them for 5–10 min and 
incubated the sample with the nanorod solution for 5–10 min at room temperature. 
To avoid floating nanorods, we washed the sample three to four times in PBS after 
removing the nanorod solution.

For MINFLUX imaging of samples labeled with Alexa Fluor 647, CF660C or 
CF680, we used a STORM blinking buffer containing 0.4 mg ml−1 glucose oxidase 
(Sigma-Aldrich, G2133), 64 µg ml−1 catalase (Sigma-Aldrich, C100-50MG), 50 mM 
Tris-HCl, pH 8.0 or 8.5, 10 mM NaCl, 10–30 mM MEA (cysteamine hydrochloride; 
Sigma-Aldrich, M6500) and 10% (wt/vol) glucose.

When measuring DNA origami samples, we added 10 mM MgCl2 to the 
blinking buffer to avoid dehybridization of DNA strands.

We imaged U-2 OS cells endogenously tagged with mMaple in 50 mM  
Tris buffer (pH 8) in 95% D2O to reduce the short time blinking and increase  
the photon count of mMaple26. We sealed the samples with picodent twinsil  
speed 22 (picodent).

Fluorescent microsphere sample. We used samples with poly-l-lysin-immobilized 
fluorescent microspheres (FluoSpheres, 0.02-μm, dark-red fluorescence; Thermo 
Fisher Scientific) to examine the setup performance on a daily basis, to measure 
the PSF of the optical setup and to calibrate the axial beam positioning with the 
VFL. The samples were prepared as previously described5.

DNA origami. We preannealed the unlabeled DNA origami template using 
a tenfold excess of the staple strands (containing biotinylated strands for 
immobilization) relative to the scaffold strands (M13mp18, N4040S, New England 
Biolabs) in folding buffer containing TAE 1× (1:5) and 27 mM MgCl2, heating the 
mixture to 85 °C for 3 min, cooling down at a speed of 0.5 °C min−1 until reaching 
42 °C and storing at 4 °C. The sequences of the DNA staple strands are listed in 
Supplementary Table 3. After annealing, we purified the DNA origami templates 
by adding 15% PEG in TAE 1× containing 0.5 mM NaCl and 16 mM MgCl2. After 
mixing the solutions, we centrifuged for 30 min, keeping the sample at 4 °C. After 
removing excess, we repeated the procedure three times before storing the template 
in TAE 1× containing 10 mM MgCl2. Before experiments, we annealed the 
template with the complementary strands 5′-labeled with a fluorescent molecule. 
In a first step, we used a 25× excess of the labeled strands and kept the mixed 
solutions overnight at room temperature. After purifying as described above, we 
repeated annealing and purification with a 250× excess of labeled strands. On the 
day of the experiment, we prepared the samples with immobilized DNA origamis 
as previously described5.

U-2 OS Nup96 cells. We handled the cells as previously described9. In brief, cells 
were cultured in DMEM without phenol red (1180-02, Thermo Fisher Scientific) 
supplemented with 1× MEM NEAA (11140-035, Thermo Fisher Scientific), 
ZellShield (13-0050, Minerva Biolabs), 1× GlutaMAX (35050-038, Thermo Fisher 
Scientific) and 10% (vol/vol) FBS (10270-106, Thermo Fisher Scientific) at 37 °C, 
5% CO2 and 100% humidity. For live-cell measurements (Nup96–mMaple), seeded 
coverslips were mounted and imaged as described above.
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